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Abstract:
Bayesian theory is a very powerful tool in population pharmacokinetics and personalized medication therapy as
it provides an instrument for statistical analysis for integrating the new data with the priority obtained
information. Healthcare professionals can design treatment plan with this method, which is very helpful in-case
of sparse or noisy data, less sampling and unpredictability. Bayesian theory is a useful application for making
decisions because of uncertainty, even in-case of problems with prior assumption or biasness. This article
addresses the concept of Bayesian theory, mathematical equations, its application in various field, advantages
and challenges along with its use in future research areas.
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INTRODUCTION TO BAYESIAN THEORY:
The study of individual differences in plasma drug
concentrations following standard dose regimens is
known as population pharmacokinetics. Measuring
this  variability ~within the population and
accounting for it in terms of patient factors like
age, sex, weight, or disease state are both of
importance. (1)

The theory of Bayesian inference describes how to
integrate ambiguous data from several sources to
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arrive to optional conclusions in the face of
uncertainty. These sources comprise research
results along with other beliefs, or priors, which
can originate from theory, subjective assessments
or earlier experiments. Probabilistic inferences, or
entire probability distributions over our views
about unknown variables of interest, such as
generative parameters of models thought to explain
the data or unknown factors caused by the observed
data, are made by Bayesian theory (2).
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Fig no.1- Schematic diagram of Bayesian technique for determining the new probability of a disease.

Mathematical Equation of Bayesian Theory

The Bayes theorem is derived by the expression of
two elements' mathematical relationships. These
two components are the data from the evidence and
the preexisting belief about a phenomenon.

©)

The foundation of Bayes' theorem is the joint
probability law, which asserts that the likelihood of
two events happening simultaneously can be
expressed as follows:

P(A and B) = P(B) x P(A|B) = P(A) x P(BJA)

The calculation becomes simpler if the two events
are independent, meaning that the presence of one
has no effect on the other. Bayes' formula is
obtained by modifying this rule:

[P(A) x PEBIA] /7 [PB)] = PAIB)

After obtaining the test results, we can use
Bayesian theory to estimate the likelihood of
patient having a disease. The following are possible
outcomes of the test: -

» (T+|D+) which indicates that the test is
positive and disease is present. This is
called as true positive.

» (T-|D-) which indicates that the test is
negative and disease is absent. This is
called as true negative.

» (T+|D-) which indicates that the test is
positive and disease is absent. This is
called as false positive.

» (T-|D+) which indicates that the test is
negative and disease is present. This is
called as false negative.

e Specificity can be indicated as
P(T-|D-) which is the likelihood
of a negative test if the disease is
absent.

e Sensitivity can be indicated as
P(T+|D+) which is the likelihood
of a positive test if the disease is
present.

The Bayesian theorem analyses the
posterior probability of having a disease
by combining the test accuracy (i.e.
specificity and sensitivity) with prior
knowledge (18).

BAYESIAN THEORY PRINCIPLE

Understanding the parameters of the model under
test is the first element. This first element, which is
represented by the prior distribution, such as a
normal distribution, refers to all of the information
that existed previous to viewing the data. Our
degree of uncertainty regarding the population
value of the parameter of interest is reflected in the
variance of this prior distribution, the greater the
variance, the more doubtful we are. Precision,
which is just the variance's inverse, is used to
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represent the prior variance. The precision and
confidence that the prior mean represents the
population mean increases as the prior variance
decreases.

The data itself contains the information that makes
up the second component. Given the parameters, it
is the observable evidence represented in terms of
the data's probability function. In other words, the
likelihood function measures how probable the
observed data are, given specific parameter values
such as the mean and variance.

The combination of the first two components forms
the basis of the third component, which is known
as posterior inference. Bayesian theorem integrates
both elements, and the so-called posterior
distribution—a compromise of the known
information and the observable evidence
summarizes them. One's current knowledge is
reflected in the posterior distribution, which
balances observed facts with past information.

These three elements make up Bayesian theorem,
which explains, in simple terms, that our present
knowledge of the parameters of interest scaled by
the evidence is what determines our updated
understanding of those parameters of interest given
our current data (4).

GENERAL APPLICATIONS OF BAYESIAN
THEORY

Due to its ability to integrate past knowledge with
new information, allow flexible modeling and
measure uncertainty, Bayesian theory can be used
in various fields. The following are some of its
applications: -

» Medical Decision Making: - It helps
doctor to evaluate the benefit and risks of
different treatments. Treatments can be
adjusted for each patient by updating the
predictions after the test results are
obtained

» Risk Management: - Bayesian theory
could be used in different fields like risk
assessment, safety checks or construction
to handle unclear data. It also includes
expert opinions and shows the relations
among different factors which helps to
calculate and manage risks

» Mechanistic and Physiological Models: -
In pharmacology, it can combine real-
world patient information with body
models which helps to estimate how
individuals vary from each other and the
effect of different factors affects the
results among individuals

» Therapeutic Drug Monitoring: - In many
hospitals, it is used in personalized
medication therapy for individual patient.
It also ensures that the drug is delivered in
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the right concentrations in the body even
if blood samples are not perfectly taken

» Meta-Analysis and Evidence Synthesis: -
Where there is small sample and limited
data, Bayesian method helps to bring
information together.

Applications of Bayesian Theory in Population

Pharmacokinetics

Bayesian theory can be used in the following

domains of population pharmacokinetics:

» Population Pharmacokinetic Hierarchical
Bayesian Modelling
In population pharmacokinetics, each patient’s
drug behavior is treated differently but still
connected to the larger group. Bayesian
methods provide a strong way to study
individual patients and the population at the
same time (8).

» Bayesian Estimation Using Maximum A
Posteriori (MAP)
However, only a few blood samples can be
taken from a patient, which makes it difficult
to estimate drug exposure accurately. This
method has been useful for drugs such as
tacrolimus in  transplant patients and
mycophenolate in autoimmune conditions,
where it supports better dosing decisions (9,10)

» Bayesian Population Pharmacokinetics for
Particular Groups
Younger children are a special case because
regular blood sampling is not easy. Bayesian
MAP has been applied successfully in these
groups, allowing safe and recommended
dosing using fewer samples. For instance, it
has been used to predict how the HIV drug
abacavir works in toddlers. (11)

» Physiologically Based Pharmacokinetics:

Bayesian Approaches (PBPK)
PBPK models use detailed body and drug
information, such as organ size, blood flow,
and chemical properties. Bayesian methods
strengthen these models by combining their
physiological knowledge with real patient data.
This makes it possible to handle cases where
patient numbers are small but the number of
factors that are influencing is large, this
improves the accuracy in predictions and
subgroup analysis (12).

» Using Bayesian Forecasting to Improve
Predictive Performance
Another application of Bayesian theory is
forecasting, where early patient observations
are used to update and improve predictions of
drug behavior. For example, in liver transplant
patients  receiving tacrolimus, Bayesian
forecasting produced more reliable predictions
of drug levels and responses (13).

ADVANTAGES OF BAYESIAN THEORY
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The following are some benefits of applying
Bayesian analysis:

= Integrating previous knowledge - By
adding previous information, Bayesian
statistics enhance and improve the
accuracy of the data from a current trial.
The Bayesian technique may make it
possible to include reliable prior
information into a trial's statistical
analysis.

= By using prior information, Bayesian
theory helps to enhance the accuracy of
trial outcomes especially when it depends
on empirical clinical data.

= By using previous data, The Continual
Reassessment Method calculates the
maximum tolerated dose in Phase | trials.

= Adaptive trials design allows continuation
or early termination of Phase Il ftrials,
minimizing  needless  exposure  to
ineffective treatments.

= They implement adaptive trial designs by
allowing alterations throughout trials
while maintaining the validity.

= The predictive power of Bayesian helps in
sample size adjustments, smooth Phase
/111 studies, selection of appropriate
treatment and reduce development time.

= |t facilitates effective decision-making
persistent learning, predictive probability,
hierarchical modeling and direct posterior
assessment.

= The effectiveness and safety of post-
marketing surveillance can be improved
due to posterior distributions through
premarketing trials.

= They are suitable for meta-analysis as
Bayesian method combine data from
different research in an appropriate
manner.

CHALLENGES OF BAYESIAN THEORY

» In Bayesian trials preplanning is a crucial step
as data collection, models and previous
knowledge must be available beforehand to
ensure validity.

» It requires mathematical modeling, including
the compilation of various earlier sources and
probability distributions.

» Because of its complexity and increased
computer work it may lead to errors and
misunderstanding.

» Adaptive designs require strict monitoring to
avoid the chances of biasness and privacy
related issues (17).

BAYESIAN THEORY FOR PREDICTING
THE DISEASE

For example, there is an excellent test (sensitivity
99%, specificity 99%) for a rare disease with a

Maria Anam et al

ISSN 2349-7750

prevalence of one in 100,000 (i.e.,, P(D+)
=0.00001). The following formula can be applied:

Positive  Prediction Value= [(prevalence x
sensitivity) + (prevalence x sensitivity) + (1-
prevalence) x (1 — specificity)]

0.00001 x0.99 11

PPV= =

= = = 0.0001
0.00001 X0.99 +0.99999 x0.01 11122

= 0.01%

Therefore, the likelihood of a positive test for the
disease is merely 0.01%, meaning that 99.99% of
positive tests are false positives, even if the test is
excellent. This may appear contradictory, but it is
just a result of the lower frequency of test errors
(one in 100) compared to disease cases (one in
100,000). In a similar manner, if a test comes back
negative, we can determine the likelihood of being
disease-free.

Negative Prediction Value =
[(1—prevalence)xspecificity]

[(1-prevalence)xspecificity]+[prevalence x(1-specificity)]

We obtain NPV= mor s =1

0.99999 X0.99+0.00001 x0.01 i
from the equation.

As a result, a negative test eliminates the condition.

Next, look at a subgroup with a one in a hundred
chance of having the same disease (i.e., P(D+) =
0.01). With the same test and the same disease, the
PPV and NPV are now 50% and >99%,
respectively. The likelihood of having the disease
rises from 1% (the prevalence) to 50% when a test
is positive. The disease is still essentially ruled out
by a negative test. Lastly, consider a highly
selective subgroup in which one in ten people have
the condition. At this point, the NPV is greater than
99% and the PPV is 92%. Consequently, the PPV
varies significantly based on the disease's
prevalence.

Tests that have a 99% sensitivity or specificity are
uncommon. Examine a test with a poor sensitivity
(40%) and a high specificity (99%) for an illness
with a 10% prevalence. The respective PPV and
NPV are 82% and 94%. On the other hand, the
PPV drops to 15% and the NPV stays high (>99%)
if the specificity is low (40%) but the sensitivity is
high (99%). Consequently, a low specificity
significantly lowers the PPV. Given that a low
specificity leads to a significant number of false
positives, this is not surprising. A low sensitivity
has little impact on the PPV but slightly lowers the
NPV.

Where * PPV — Positive Predictive Value;

NPV — Negative Predictive Value;
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P(D+) — Probability of Disease Present
(Prevalence) (18).

CURRENT RESEARCH ON BAYESIAN

THEORY USUAGE
¢ The study “Bayesian Deep Learning and
Bayesian Statistics to Analyze the
European Countries SARS-CoV-2
Policies” carried between early 2020 and
mid-2022 focused at how different
policies like mask use, travel limits and
lockdowns impacted the spread of Covid-
19 in 30 European Countries. The
researchers used modern techniques to
handle the missing data, uncertainty and
measurement errors and to study the
effects of policies under different levels
of public compliance, to give more
accurate results compared to traditional
method. The key merits of this approach
were, that it provided a range of possible
outcomes, handled underreported cases
by referring to prior information and
hierarchical models.

To conclude: the above study proved that Bayesian
approach are beneficial for analyzing the impact of
international COVID-19 rules and helping
government to make effective evidence-based
health decisions.

From early 2020 to mid-2022, the study "Bayesian
Deep Learning and Bayesian Statistics to Analyze
the European Countries’ SARS-CoV-2 Policies"
examines the ways in which epidemiological and
policy factors impacted the spread of COVID-19 in
30 European nations. In order to adjust for
uncertainty, scarce data, and measurement
disturbances, it models the consequences of several
policy interventions, such as lockdowns, mask
mandates, and travel limitations, using
contemporary Bayesian techniques, such as
Bayesian deep learning and traditional Bayesian
statistics.

Robust estimate of the marginal and combined
effects of several policies across nations within
various compliance situations is made possible by
the fundamental Bayesian approach. More precise
than traditional statistical models, Bayesian deep
learning enables the model to learn from
heterogeneous temporal and spatial data, reflecting
the patterns of disease spread and policy effects in
the actual world. One of the approach's main uses
is uncertainty quantification, where policymakers
are given categories of possible outcomes rather
than narrow-point predictions via posterior
distributions. Additionally, the structure allows for
flexible revisions in response to newly acquired
data, such as vaccination rates or virus variations,
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and it makes it easier to draw conclusions from
underreported or insufficient event and mortality
counts by incorporating previous information and
using hierarchical modelling.

The results show that Bayesian techniques are quite
useful for evaluating international and multi-policy
initiatives, and they aid in determining which
interventions have the greatest statistical effect.
This improves global cooperation in addressing
pandemic issues and offers practical insights for
evidence-based public health decision-making.
Overall, the study shows that deep learning and
modern Bayesian theory provide reliable, flexible,
and understandable methods for contemporary
epidemiological investigation. (19)

Future Research Directions in Bayesian
Federated Learning

Future research studies in Bayesian Federated
Learning (BFL) aims to make the learning more
flexible, adjustable and useful in real world
applications. Researchers are focusing on handling
data that are coming from various clients that are
not the same (non-Independent and Identically
Distributed) handling sparse or noisy data and
solving various problems like sparsity and
instability. They are working to increase
adaptability and reduce communication and
computation costs to make BFL more effective.
Finally, the future research directions in BFL
focuses on privacy, fairness, interpretability, ethics
and hybrid approaches to achieve good results (20).

CONCLUSION:

Bayesian theory is a strong and practically
applicable tool used for studying the population
pharmacokinetics and personalized medicine. It
facilitates accurate dose predictions, effective
therapy monitoring by integrating previously
collected data with patient dependent information.
It is advantageous in case of handling sparse data,
uncertainty and complex model. Bayesian theory
has more potential in pharmacology, evidence-
based medicine, other scientific fields and enhance
prediction performance.
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